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Abstract 

A method to find low energy paths in macromolecules is described. It can be applied either to determine paths between two 
given energy minimum conformations, or to explore low energy paths departing from one energy minimized conformation. 
The principle of the method consists in carrying out energy minimizations or molecular dynamics simulations with root 
mean square distance constraints with respect to a reference structure. The method is illustrated by applications to N-methyl- 
alanyl-acetamide, hemoglobin and phosphoglycerate kinase. 

Keywords: Macromolecules; Conformational pathways 

1. Introduct ion 

Most large amplitude motions corresponding to a 
conformational change between two states in biolog- 
ical macromolecules play an important role in their 
tunction. Among the numerous examples we can men- 
tion the domain motions in kinases in which open 
forms are necessary for substrate binding or product 
release, and closed forms for the enzymatic catalysis 
[ 1,2] ; allosteric motions in hemoglobin transition be- 
tween states with low and high affinity for ligand bind- 
ing [3]. These motions involve collective displace- 
ments of atoms which are mostly difficult to study 
by conventional molecular dynamics or Monte Carlo 
simulations since they correspond in general to time 
scales extending beyond the nanosecond. Although a 
normal mode analysis could characterize these move- 
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ments around a minimum energy conformation, they 
remain valid only for relatively small displacements, 
and one has to devise methods to explore pathways 
far from the given structure. 

Various computational methods were developed in 
order to explore reaction paths in molecules. Efficient 
algorithms were proposed using modified Newton- 
Raphson techniques to proceed "uphill" along one 
eigenvector mode from a minimum on the potential 
energy surface to a transition state [4,5].  These tech- 
niques use only one starting structure on the path, 
but unfortunately they cannot be applied to macro- 
molecules containing thousands of atoms since the 
systematic diagonalization of large Hessian matrices 
required by these methods is prohibitively time con- 
suming and uses a large computer memory. 

Other algorithms were developed; they consist in 
generating an ensemble of conformational points be- 
tween two energy minima, which are simultaneously 



264 C Guilbert et aL/  Computer Physics Communications 91 (1995) 263-273 

energy minimized under constraints in order to con- 
stitute the transition path [6-8].  These methods are 
global since an entire set of points is considered si- 
multaneously in the search for a low energy path. 
Originally such a method was developed by Elber and 
Karplus [6], where the starting set is obtained by a 
linear interpolation of Cartesian coordinates between 
the two distant structures; it was applied to determine 
the reaction path in myoglobin. Ech-Cherif E1-Kettani 
and J. Durup [8] proposed a variant of this method 
in which the Cartesian coordinates were replaced by 
internal coordinates in terms of Jacobi vectors to rep- 
resent the pathway between two crystallographically 
known structures of Citrate Synthase; this algorithm 
provided a better initial interpolated pathway to start 
the computations. Another global method was pro- 
posed recently by Fischer and Karplus [9], where the 
intermediate structures are not only generated along 
the direction between the two minima, but by bring- 
ing the "hot spots" regions along the path down into a 
nearby valley linking the saddle points. A built-in as- 
pect of all these global methods is that two conforma- 
tions are needed to establish a reaction pathway. This 
constitutes a limitation for determining pathways be- 
tween two states of a macromolecule for which only 
one experimentally resolved structure exists. Another 
point which may be raised concerning these methods 
is that they provide in general a single low energy 
pathway, the one which is reached first from the ini- 
tial interpolated set of conformational points between 
the two end points. 

Other approaches for determining energetically 
more relaxed paths consist of directed molecular 
dynamics simulations [8, 10]. The principle is to in- 
troduce a bias in the molecular dynamics by periodic 
velocity assignments that drive the system in a desired 
direction. 

In this article we present a new approach which 
makes use of distance constraints to determine tran- 
sition paths between distant conformations of macro- 
molecules, and to explore low energy valleys depart- 
ing from one of them, in order to find other stable 
structures. The principle of the method of Path Ex- 
ploration with Distance Constraints (PEDC) is to fol- 
low low potential energy valleys by carrying out en- 
ergy minimizations or molecular dynamics under con- 
straints which either push the starting structure away 
from the initial point on the path, or pull it toward the 

final point. The method is presented in detail in the 
next section, followed by a test on N-methyl-alanyl- 
acetamide (NMAA). Then it is applied to the macro- 
molecular systems, hemoglobin and phosphoglycerate 
kinase (PGK). 

2. Methodology 

The principle of the PEDC method is to explore the 
potential energy surface by displacing a structure from 
a minimum energy conformation; the displacement is 
done by addition of a mass weighted root mean square 
distance (mnnsd) constraint potential (Vdist) to the 
classical internal potential energy function (~nt). This 
constraint is necessary to displace and maintain the 
structure at a given mrmsd from a reference; it is grad- 
ually modified during energy minimizations or molec- 
ular dynamics simulations in order to make the system 
evolve on the potential energy surface. Two other con- 
straints are added to prevent the displaced structure 
from overall translation (Vtrans) and rotation (Vrot). 

The potential energy function for a displaced struc- 
ture J is of the form 

VJ = ViJnt -k" VdJist -~- VJans + VrJot, (1)  

where VinJt is the internal potential energy function of 
the molecule that is used in standard simulation pro- 
grams, and VJst , VJans and VrJot are the constraint po- 
tentials. The distance constraint is 

VdYist = '  ~kdist(d~-d~) 2 (2) 

d~ being the mrmsd between the structure J and the 
reference structure R, 

4/EiN1 ~3a=l mi (xiJ -- xiRa)2 
dYR ( 3 ) 

V M 

where mi is the mass of atom i, xf,~ and x/R,~ are the co- 
ordinates of atom i in structure J and R, respectively, 
a is an index that corresponds to the Cartesian coor- 
dinates of atom i, M is the total mass of the molecule, 
and N the total number of atoms, dd is the desired 
mrmsd between structures J and R; the value of d0 J 
is changed for the next structure J + 1. The overall 
translation constraint potential is 

WJans --" 1 R 2 ~ktrans Ir~M -- rCMI , (4) 
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where r~r ~ and r~M are the Cartesian coordinate vec- 
tors of the center of mass of structures J and R, re- 
spectively. 

The overall rotation constraint potential is 

N 2 

V/ot= ' 7krot mi (ri 1¢ × (r[ - rRi ) ) . (5) 

and r g are the Cartesian coordinate vectors of atom 
i with respect to the center of mass of structures J and 
R. kdist, ktrans and krot a r e  t h e  force constants for the 
three types of constraints. 

With molecular dynamics simulations at 300 K, it 
was found more appropriate (see discussion in the 
application section) to consider the following distance 
constraint potentials: 

VdJist ' (d~ d0J) 2 if dJn < d0 J = ~ kdist - -  , 

Vd~s, = 0,  if d~ > d~, 
(6) 

in the case where the initial point is the reference, and 

VdJst _ 1 7kais t (d~-dg)  2 if d~ > d g ,  
VdiYst = 0,  if d~ < do J , 

(7) 

in the case where the final point is the reference. These 
potentials allow the system to move forward from the 
initial point, and forbit it from going backward, with 
the advantage to have simulations without any con- 
straint when the system evolves in the desired direc- 
tion. 

There are different ways to choose the reference 
structure, to initiate the displacement, and to carry out 
the computations. 

2.1. Choice o f  the reference structure 

(1) When only one conformation of the protein 
is known, one has to use it as a reference structure, 
therefore the d0 J value must be increased gradually to 
draw the system away from the reference, which is also 
the initial point on the path. (2) On the other hand, 
when two conformations are known, the final point on 
the path may be chosen as the reference structure, thus 
d~ should be decreased. 

2.2. Initiation of  the displacement 

When the starting point on the path coincides with 
the reference structure, at the first step of the simula- 
tion, the gradient of the distance constraint potential, 
Vdist, i s  indeterminate. Thus the starting structure must 
be slightly displaced (e.g. 10 -4 ~ )  in a random di- 
rection; the energy minimization under distance con- 
straints will drive the system along the direction of the 
lowest energy valley. But one useful and practical way 
to initiate the displacement is to use the direction of a 
normal mode that contributes the most to a movement 
of biological interest [ 11 ]. 

2.3. Algorithms 

2.3.1. Determination of the pathway with energy 
minimizations 

The algorithm is presented in Fig. 1. The starting 
structure is first energy minimized to constitute the first 
point of the path. The force constants for the constraint 
potentials (Eqs. ( 1 ) - ( 5 )  ), kdist, k~ns and krot, are then 
set up. Two cases were considered in the algorithm. On 
the one hand, when the reference structure coincides 
with the starting structure (case A, in bold in Fig. 1), 
d g (see Eq. (2))  is increased by Ad from 0 to d~,  
which is the maximum mrmsd to which one wishes 
to explore the potential energy surface. On the other 
hand, when the reference structure is the final point 
(case B, in italics in Fig. 1), dg is decreased by Ad 
from d~ 4 to zero; d~  is in this case equal to the mrmsd 
between the final and initial points. Ad is the mrmsd 
between the successive displaced structures ( J, J +  1 ); 
it should be sufficiently small (e.g. 0.1/~,) to provide 
a precise description of the pathway. 

In case A, in the first move, the structure is slightly 
displaced along a given direction. Then in both cases 
A and B, at each iteration step, the dg is updated, 
which modifies the constraint potential energy (Eq. 
(2)) ,  and causes a displacement during the next en- 
ergy minimization. 

2.3.2. Determination of  the pathway with molecular 
dynamics 

When the reference structure is the initial point 
(case A), the structure is displaced by energy min- 
imizations to an mrmsd equal to the observed root 
mean square fluctuations of atoms at the temperature 
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Fig. 1. Algorithm used in the PEDC method. Sections written in 
bold concern the conformational exploration taking the first struc- 
ture as reference; those in italic concern conformational explo- 
ration taking the last structure as reference. 

considered. Then the heating in molecular dynamics 
is carried out under the distance constraints presented 
in Eq. (6),  with a constant value for d~. The molec- 
ular dynamics simulations subject to constraints are 
continued by maintaining the temperature constant by 
periodic velocity scaling; dg is increased gradually as 
indicated in the algorithm for minimizations in Fig. 1, 
and the coordinates are stored at fixed time intervals. 

When the reference is the final point (case B), the 

procedure is the same as described above, but the dis- 
tance constraint potential is replaced by that defined 
in Eq. (7) and do ~ value is decreased during the com- 
putations. 

3. Applications and discussions 

To illustrate the PEDC method, it was first 
applied to a small molecule, N-methyl-alanyl- 
acetamide (NMAA), and then to the macromolecules 
hemoglobin and phosphoglycerate kinase (PGK). In 
the former case, we examine the transition paths be- 
tween minimum energy conformers by applying vari- 
ants of the PEDC method. In the case of hemoglobin, 
the PEDC method with constrained energy minimiza- 
tions was used to determine the transition path between 
the T- and R-states of this molecule. A third illustra- 
tive application consisted in using the PEDC method 
with molecular dynamics simulations at 300 K in or- 
der to obtain a closed (catalytic) form of PGK from 
its crystallographically known open structure. The 
calculations were performed with CHARMM23 [ 12] 
in which we implemented our algorithms. 

3.1. N-methyl-alanyl-acetamide 

The advantage of using N-methyl-alanyl-acetamide 
is that its conformational space is described essentially 
by two degrees of freedom, the dihedral angles ~b and 
~b around the central a-carbon atom (Fig. 2). Thus 
it is easy to evaluate the paths obtained by our algo- 
rithms by representing them on the detailed (~b, ~p) 
adiabatic energy map. This map was constructed by 
minimizing the energy of the molecule where pairs of 
(~b, ¢)  dihedral angles were constrained to have val- 
ues on a grid. Calculations were carried out using the 
parameter set 19 of the CHARMM program [ 12]. The 
paths obtained between two given energy minima on 
the adiabatic map are presented in Fig. 3a. 

In the first test the reference was chosen to be the 
point A, and the first move was done along the lowest 
frequency mode vector pointing to B, and in the second 
test the reference point was B. In both tests the start- 
ing point was A. The force constants for the constraint 
potentials were  kdist = 1000 kca l /mol /~  2, ktrans = 100 
kcal/mol/A 2, krot = 0.001 kcal/mol//'~, 4 a.u. and Ad = 
0.05 A. Since the mrmsd between points A and B is 
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big. 3. (~,  ~O) adiabatic energy contour plots of N-methyi-alanyl-acetamide containing the two energy minima A and B. (a) Thin solid line: 
the lowest energy valley between A and B determined by examining the grid values; thick solid line: path determined with PEDC method 
taking point A as reference; dashed line: path determined with PEDC method taking point B as reference. The contour lines represent energy 
differences of 0.2 kcal/mol; (b) solid line: paths based on grid values; dashed line: path obtained with the mobile reference algorithm. 

O 
H 

CH3 

CH3 
C 

N CH ~ C  

o 

CH3 

Fig. 2. Structure of N-methyl-alanyl-acetamide. 

equal to 0.87 A, in the first test d~ was increased from 
0 to 0.87/~, while in the second test it was decreased 
from 0.87/~ to 0. Both trajectories are reported on 

the map (Fig. 3a); they show that the two paths de- 
termined either by pushing the structure from A or 
pulling it toward B are close to the lowest energy path. 
The latter was obtained by minimizing the energy of 
the molecule for different constrained 0 dihedral an- 
gles along the valley. 

The whole path obtained by taking point A as ref- 
erence is presented in Fig. 4; it diverges from the low- 
est energy valley after passing through the local min- 
imum point C, and reaches a maximum energy point 
X. This divergence is due to the fact that the mrmsd 
from A does not increase isotropically in the (~b, 0)  
conformational space, reaching a high value at point 
X, as shown in Fig. 4. 

In order to solve this problem, a third variant was 
considered for the PEDC method; it consisted in 
changing the reference for each displaced structure. A 
given structure is displaced by taking as reference the 
one before it on the path (e.g. the reference structure 
for structure J is J - 2). The path obtained with this 
variant is closer to the lowest energy path between 
points A and B, in comparison with the paths ob- 
tained with a fixed reference structure (Fig. 3b), and 
the whole path passes through the energy minima, 
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Fig. 4. Entire ( ~b, ~b) adiabatic energy map of 
N-methyl-alanyl-acetamide. Thin contours correspond to isoener- 
gies as shown in Fig. 3; thick contours correspond to mrmsd iso- 
values from reference A and are shaded such that the lighter the 
shading the larger the mrmsd value. The path on this map corre- 
sponds to that determined by PEDC method which takes point A 
as reference. 

satisfactorily, as shown in Fig. 5. 

3.2. Hemoglobin 

We illustrate in this section the application of the 
PEDC method to the search for a path between the 
T and R states of fully oxygenated hemoglobin, by 
using the algorithm described in Fig. 1 (case B) with 
energy minimizations. 

Human adult hemoglobin (Hb A) is a tetramer con- 
stituted of two or- and two fl-chains. The a-chains 
are constituted of 141 residues, and the fl-chains of 
146 residues; each chain contains an iron heme. The 
protein is allosteric and it undergoes large conforma- 
tional changes upon ligand binding (02, CO . . . .  ). In- 
deed, the crystallographicaUy known structures of the 
unliganded T-state [ 13], and the fully liganded R- 
state [ 14] show a 15 ° rotation of the dimer a2f12 with 
respect to the dimer al fll inducing an mrmsd between 
T and R of 2.8/k. 

As the crystal structure of the fully oxygenated T- 
form of hemoglobin does not exist, the PEDC method 
with minimization was first used to obtain a model 
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Fig. 5. (~b, ~b) adiabatic energy map of N-methyl-alanyl-acetamide 
containing the path determined with the PEDC method with a 
mobile reference algorithm (see text). 

of the fully oxygenated T-state structure. The energy 
minimized structure of liganded R-state was progres- 
sively displaced toward the T-state structure which 
was used as a reference; the distance constraint was 
defined on a selection of atoms which excludes the 
ligands. The liganded T-state structure thus obtained 
remains very close, when minimized without any con- 
straint, to the unliganded T-state crystal structure. 

The PEDC method with minimization was then 
used, in a second stage, for determining the path be- 
tween the fully oxygenated T- and R-states structures 
as obtained above. The path was obtained by depart- 
ing from the T-structure, and using the R-structure 
as reference. Energy minimizations with the Adopted 
Basis Newton Raphson technique (ABNR) [12] 
were used along the path, with force constants kdist = 

105 kcal/mol//~ 2, ktrans = 104 kcal/mol//~ 2, and 
krot = 10 - 6  kcal/mol//~,4 a.u. The step size of the dis- 
placement was Ad = 0.1 ~, and the reference mrmsd 
dg was decreased from 2.8/~ to 0. 

The potential energy (Vint) obtained along the path 
between the T- and R-state structures is shown in 
Fig. 6. After a small increase down to an mrmsd of 
1.5/~ from R-state, the potential energy decreases to 
a minimum at a distance of 1/~. A structural analy- 
sis showed that this minimum corresponds to an R- 
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Fig. 6. Relative internal potential energy as a function of mrmsd 
from the R-structure along the transition path between the fully 
oxygenated T and R-state structures of hemoglobin. The zero 
energy corresponds to the starting T-state structure. The path was 
obtained with the PEDC method taking as reference the R-state 
and using energy minimizations. 

quaternary and a T-ternary structure. This structure 
is separated from the R-state structure (last point on 
the path) by an important energy barrier which corre- 
sponds mainly to the energy required to reorient the 
side-chains to their proper R-state conformations. The 
observed barriers would be of lower magnitude if the 
simulations were carried out with molecular dynam- 
ics. The results obtained with molecular dynamics will 
be reported in a forthcoming article. 

The calculations presented above were carded out 
on an SGI computer (R4400) and required 150 hours 
of CPU time. 

3.3. Phosphoglycerate kinase 

Yeast phosphoglycerate kinase (PGK) is a 
monomeric protein constituted of 415 residues folded 
in two globular domains; in the glycolytic pathway 
it catalyzes the first reaction that produces ATP with 
the formation of 3-phosphoglycerate (3PG). The 
crystallographic structures of unliganded and binary 
complexes of the PGK of different species are in the 
open form [ 15, 16] (Fig. 7a), while the ternary com- 
plex structure is still unresolved. In the open form, the 
phosphate groups of the substrates are separated by a 
distance of ~ 12/~, while to have an in-line phospho- 
ryl transfer between the two substrates, this distance 
should be less than 5 ~. In order to bring the sub- 
strates together, a hinge-bending motion should take 

place. With the PEDC method, we try to find a closed 
form of the structure, and see if it is compatible with 
the geometrical requirement for a phosphoryl transfer. 

To constitute the ternary complex, the 3PG was po- 
sitioned on the yeast binary complex structure PGK- 
MgATP, according to its position in the pig binary 
complex PGK-3PG [ 17]. For this application the pa- 
rameter set 19 of CHARMM was considered. The 
electrostatic potential energy was evaluated with a 
variable dielectric constant equal to the interatomic 
distance for the pairs of atoms considered. A switch- 
ing function with cut-on and cut-off distances equal to 
I0/~ and 12 A, respectively, was considered for both 
the electrostatic and Van der Waals energies. 

The energy of PGK-MgATP-3PG was minimized 
using the ABNR algorithm, then it was displaced 
to an mrmsd of 0.6A with the PEDC minimiza- 
tion procedure. The constrained molecular dynamics 
simulations were then started from this structure, 
using a distance constraint potential corresponding 
to Eq. (6); the force constants w e r e  kdist = 103 
kcal/mol//*k 2, k~ans = 10  4 kcal/mol//~ 2, and krot = 

10  - 4  kcal/mol/A 4 a.u. A heating period of 10 ps was 
considered to reach the temperature of 300 K which 
was followed by molecular dynamics simulations at 
this temperature with periodic rescaling of velocities 
until the mrmsd reaches a value of d~ t = 8 A. The 
do J value was increased by 0.1/~ every 0.5 ps during 
the simulations. The calculations were performed on 
a C98 Cray computer, and required 30 hours of CPU 
time in order to determine the whole path. 

The potential energy, Vint, and the distance con- 
straint energy, Vdist, VS the mrmsd are shown in Fig. 8a 
and b, respectively. A displacement of 1 A occurred 
during the heating period in which the potential en- 
ergy increased. Up to a distance of 2.3 A and between 
4.3 and 5.5/~, the constraint forces are weak; they be- 
come more important for larger distances. The inter- 
nal potential energy decreases with small fluctuations 
and reaches a plateau with the gradual increase of the 
mrmsd. This variation is concomitant with a decrease 
of the radius of gyration of the molecule as shown in 
Fig. 9a; it corresponds to a hinge-bending closure of 
the domains. Experimentally a value of 1/~ reduction 
was observed in the radius of gyration of PGK upon 
formation of the ternary complex, by small angle x- 
ray scattering measurements [ 18 ] The closed form of 
PGK corresponding to an mrmsd of 7/~ is presented 
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Fig. 7. Structures of yeast PGK: (a) open form corresponding to the encrgy minimized X-ray structure; (b) closed form obtained by the 
PEDC method. The substrates are represented in CPK model. 

o .800o 
E 

-85c~ 

g 
g500 

= 

o .lO0OO 

a 

1 2 3 ~ 5 6 7 

m r m s d  (A) 

12 

10 

o s 
E 

6 

4 

2 

0 

0 Q 

• • • .  

° •  
• ° 

, .  ° , ° ° °  ° 

• • ° 

°*° * ° 

• , ° °  ° *  ° •  

1 2 3 4 5 6 7 8 

mrmsd (A) 

Fig. 8. PGK. (a) Internal potential energy as a function of mrmsd from the open structure during the molecular dynamics; (b) corresponding 
variations of the distance constraint energy. 

in Fig. 7b. 
The observed distances between the Pr atom of ATP 

and the carboxylate group of 3PG, to which the phos- 
phate group will be transferred, are shown in Fig. 9b. 
They show that when the protein reaches an rnrmsd of 
6/~ and beyond, the two substrates are close enough to 
allow the catalytic reaction, and are protected from the 
aqueous medium. An interesting point to notice in our 
results is that a 2/k decrease of the radius of gyration 
from the open structure seems sufficient to lead to a 
catalytically favorable configuration of the substrates. 

The definition of V~s t given in Eq. (6)  was pre- 
ferred to that given in Eq. (2) for carrying out dis- 
tance constrained molecular dynamics simulations at 
300 K. Indeed the latter definition led us to unrealistic 

structures presenting unusual distortion of the back- 
bone due mainly to electrostatic interactions between 
charged groups, which were too strong in our model. 
When the charges of ionized groups are screened ar- 
tificially by a factor 0.3, these distortions disappear. 
The use of the constraint potential VJst in Eq. (6) does 
not introduce, even with full charges, such deviations 
of the structure. 

Full results on PGK will be presented in a separate 
article. 
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3.4. Discussion on the initial direction o f  
displacement 

In the examples presented above, the lowest fre- 
quency mode corresponded in each case to a functional 
variation of the molecule; in the case of PGK it corre- 
sponded to the closure of domains, and in hemoglobin 
to the T-R transition. However it may happen that 
such a functional transition may correspond to higher 
frequency modes, or one may be interested in explor- 
ing other directions. Test calculations performed with 
the above macromolecules showed that (results not 
reported) the paths initiated along directions corre- 
sponding to higher frequency modes, had a tendency to 
switch to the pathway obtained by following the low- 
est frequency mode. Thus our method does not allow 
conformational explorations in higher energy valleys. 
One possibility, however, for such explorations, is to 
displace the structure with a large step size along the 
chosen normal mode, and start the PEDC algorithm 
from this point. 

4. Conclusion 

The results given above, although preliminary, show 
that the PEDC method may be applied to a wide 
variety of conformational analysis problems, and is 
well adapted for treating large molecular systems. The 
method used with energy minimizations, is able, in a 
systematic manner, to find from a single conformation 
other low energy points on the potential energy surface 
with no a priori knowledge where they might be lo- 
cated. However, as energy minimizations do not allow 
a large structural flexibility, it may be more appropri- 
ate to use the PEDC method with molecular dynamics 
in order to obtain paths presenting lower energy bar- 
riers. 

The PEDC method may be used in conjunction 
with other methods, like the Conjugate Peak Gradi- 
ent method [ 9], in order to better refine the transition 
paths obtained. 
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3.5. Discussion on the force  constant values o f  
constraint potentials 

A good choice of values for the force constant pa- 
rameters for the constraint potentials depends on the 
size of the molecules considered. Several trial compu- 
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